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Abstract: Heterogeneous data is the term concern with the data from any number of sources largely known, unknown, 

unlimited, and in many varying format. The heterogeneous data are now rapidly expanding in all technical, biological, 

physical and medical science with the help of fast development of storage system, networking and the collection in 

capacity of data. The paper presents the characteristics of HACE theorem which provides the features of heterogeneous 

data and proposes a model processing on heterogeneous data from the view data mining. This information extraction 

model involves the information extraction, data analysis and provides the security and privacy mechanism to the data. 
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I. INTRODUCTION 

The term heterogeneous data is widely used in everywhere 

in the form of online and offline fashion. It is not limited 

for only the computer system but also comes under the 

information technology which is now part of almost all 

technology and various fields of study and business.  
 

The Facebook application is the social media  site on this 

number of people post their photos, videos, text messages 

and the assuming size of these photos and videos is more 

than 2 Megabytes(MB),this requires the more than 4 

terabytes(TB) storage for single day. 
 

The above example illustrate that the tremendously growth 

in heterogeneous data. By exploring the large volume of 

heterogeneous data, the useful; information and 

knowledge will be extracted for the future required 

actions. 
 

The main motivation of this paper is to understand the 

importance of huge, complex and information rich-data set 

in science , business and engineering field, also the 

discovering the knowledge and information from massive 

data to improve the efficiency of information extraction 

methods. 

 

A. Objectives: 
 
 

1) Building prediction models from heterogeneous Data 

streams. Such models can adaptively adjust to the 

dynamic changing of the data. 

2) To propose Model for discover the useful knowledge 

and information from heterogeneous data. 

3) A knowledge indexing framework to ensure real-time 

data monitoring and classification for Big Data 

applications.  

4) To clustering the data object fromprocessed 

heterogeneous data using K-means algorithm. 

 

II. LITERATURE SURVEY 

Dynamic networks have recently being recognized as a 

powerful abstraction tomodel and represent the temporal 

changes and dynamic aspects of the data underlying many 

complex systems. Significant insights regarding the stable 

relationalpatterns among the entities can be gained by 
analyzing temporal evolution of thecomplex entity 

relations. This can help identify the transitions from one 

conservedstate to the next and may provide evidence to the 

existence of external factorsthat are responsible for 

changing the stable relational patterns in these networks. 
 

This paper presents a new data mining method that 

analyzes the time-persistentrelations or states between the 

entities of the dynamic networks and captures allmaximal 

non-redundant evolution paths of the stable relational 

states. Experimental results based on multiple datasets 

from real-world applications show that themethod is 
ancient and scalable [2]. 
 

HACE Theorem: 
 

1) User Perspective huge data collection from various 

data resources. 

The heterogeneous data are comes from various types of 

sites like Facebook, Orkut, Twitter, Snapdeal, Gamiletc 

.Because every information collector has his own views to 

collect or represents the data recording. 
 

2) Autonomous Sources with Unstructured Control. 

Autonomous sources with unstructured control are the 
main characteristics of heterogeneous data application. 

Being autonomous, each data sources have their own 

ability to collect and produce the information without 

having any centralized control. 
 

3) Complex and Evolving Linkage. 

As the rapidly growth in heterogeneous data need to 

decrease the complexity and relationship among data, 

which leads to focus on finding the each observation. 

III. PROPOSED SYSTEM 
 

A. Architecture Of Proposed System 
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Fig. 1 Proposed System Architecture 

B.  Methodology and Workflow: 

In the proposed system, we collect the dataset from the 

UCI (University Of Callifornia, Irvine) machine learning 

website. UCI is the collection of data; it contains the „n‟ 

number of data. After selection of the dataset for the 

process, this has to be pre-processed. 
 

In this pre-processing, insert the dataset into the database 

by using to tokenization concept. The tokenization process 

is elimination of unwanted symbol or extra spaces in the 

dataset. After preprocessing process done on dataset, next 

process is a clustering. The aim of clustering process is to 
find out the similarities between the data object clustering 

dataset using K-means algorithm .After done with 

clustering process , clustered data set are moved to the 

database for generating the graph and searching dataset. 

 

C.Algorithms  

The set of n object are portioning into k cluster using k 

means algorithm. 
 

Step: 

1. Choose the number of cluster object From D as initial 

cluster centers; 

2. Repeat. 

3. Reassign each object to the cluster to which the object 

is most similar based on the mean value of this object 

in this cluster; 

4. Update the cluster mean; i.e. calculate the mean value 

of the objects for each cluster. 

5. Until no change 

IV. CONCLUSION 
 

To explore the heterogeneous data, we have to analyze the 

various challenges at the data application and system 

levels. To support the information extraction from the 

heterogeneous data .The challenge data level in to handle 

the unstructured data. At the model level the key challenge 

in models requires carefully designed algorithms to 
analyze model relationship between various sites. At the 

system level the required challenge that the information 

extraction framework needs to consider complex 

association between data sets, models, and data sources, 

along with their evolving challenge with possible factor. 

We regard the information extraction from the 

heterogeneous data as an engineering trend and the 

essential for information extraction in all science and 

engineering domain. 
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